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SUMMARY

We apply the finite element method to the classic tilt instability problem of two-dimensional, incompressible
magnetohydrodynamics, using a streamfunction approach to enforce the divergence-free conditions on the
magnetic and velocity fields. We compare two formulations of the governing equations, the standard one
based on streamfunctions and a hybrid formulation with velocities and magnetic field components. We
use a finite element discretization on unstructured meshes and an implicit time discretization scheme. We
use the PETSc library with index sets for parallelization. To solve the nonlinear problems on each time
step, we compare two nonlinear Gauss-Seidel-type methods and Newton’s method with several time-step
sizes. We use GMRES in PETSc with multigrid preconditioning to solve the linear subproblems within
the nonlinear solvers. We also study the scalability of this simulation on a cluster. Copyright q 2008
John Wiley & Sons, Ltd.
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1. INTRODUCTION

Unstructured meshes are popular in computational hydrodynamics and magnetohydrodynamics
(MHD) because they gracefully accommodate adaptive local mesh refinement and irregular bound-
aries [1–4], and finite element methods have been analyzed on unstructured meshes for many
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problems [5–7]. Implicit time differencing has become popular because it removes the stability
imposed time-step constraint, allowing much larger time steps [8–14]. Under implicit time differ-
encing, nonlinear problems must be solved on each time-step. To solve the nonlinear problems,
one can use nonlinear Gauss–Seidel iteration or global linearization techniques. Nonlinear Gauss–
Seidel lacks a convergence guarantee, but often converges well in time-implicit problems in the
limit of small time step. Newton’s method based on global linearization [15–19] has a second-order
convergence rate and inherits the scalability of the linear solver, which can be quite satisfactory
up to thousands of processors [33].

Preconditioned Krylov iteration is a versatile linear solver for Newton [18, 19]. Among the
various Krylov methods, GMRES [21] is often selected because it can guarantee convergence even
for nonsymmetric, indefinite systems, if sufficient memory can be afforded, and the linear problem
that is generated from some linearization of the nonlinear problem is usually nonsymmetric. As a
preconditioner, we consider multigrid herein. Multigrid [22–25] represents an important advance in
algorithmic efficiency for the solution of large problems. However, care is needed in using multigrid
preconditioning for convectively dominated problems since the symmetric and nonsymmetric terms
scale differently as the mesh is coarsened. We can overcome this difficulty by applying multigrid to
reduced systems that possess symmetry. The preconditioning approach does not affect the accuracy
of the final solution, but crucially determines convergence behavior.

MHD is the fluid dynamics of a conducting plasma, coupled with Maxwell’s equations. The fluid
velocity creates currents, which produce a Lorentz body force on the fluid. Ampere’s law relates
the currents to the magnetic field. The MHD approximation is that the electric field vanishes in
the moving fluid frame, except for possible resistive effects. MHD is described by a higher-order
system of partial differential equations (PDEs) than fluid dynamics. It admits additional waves,
the shear and transverse Alfvén waves, magnetosonic waves, and their instabilities [3, 4, 26, 27].

Sharp structures can develop in MHD: nearly discontinuous magnetic fields and localized,
intense current sheets. If the resolution is inadequate, truncation error leads to artificially high
levels of numerical dissipation and magnetic reconnection. Therefore, it is important to refine the
grids where current sheets form. Several authors [3, 4, 28] have employed adaptive mesh refinement
in this context.

Strauss and Longcope [3] introduced a finite element discretization and Lankalapalli et al. [4]
used a stabilized finite element formulation for the two-dimensional, incompressible MHD equa-
tions. They used the standard streamfunction–vorticity advection form of the equations, as well
as the symmetrized current–vorticity advection formulation. The vorticity and current are time
advanced and the potentials are found by solving the Poisson equations. In this streamfunction
approach, we need the second-order derivatives of potential to obtain current density. To solve
this higher-order problem, Jardin [29] uses a triangular finite element with first-derivative conti-
nuity. Otherwise, one needs to introduce four auxiliary variables, first-order partial derivatives
of streamfunctions, and expand them in finite elements, i.e. four linear mass–matrix problems
must be solved for first-order partial derivatives of streamfunctions. As a result, we have to solve
eight scalar PDEs consisting of two time-dependent equations, two Poisson equations, and four
mass–matrix equations in a standard streamfunction formulation with C0 continuity. Kang [30]
considers an alternative (hybrid) approach for solving the eight equations which uses the velocity
and the magnetic field component that are the derivatives of potential functions to reduce the
number of equations to six, consisting of two time-dependent equations and four Poisson equations.
This approach is preferable for implicit time differencing and Newton’s method to solve resulting
nonlinear problems because its Jacobian matrix is smaller and contains four Poisson equations.
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In this paper, we apply the finite element method on an unstructured mesh with an implicit
time difference scheme to two-dimensional, incompressible MHD, using a hybrid streamfunction
approach to enforce the divergence-free conditions on the magnetic and velocity fields. We focus on
the behavior of the nonlinear solvers, which are two variants of nonlinear Gauss–Seidel, Newton’s
method. Preconditioned GMRES with multigrid preconditioning is employed to solve the linear
subproblems within nonlinear solvers. In implementation, we use the PETSc library [31] with
index sets for parallelization and study the scalability of this method on a cluster.

The remainder of the paper is organized as follows. Section 2 introduces the streamfunction
formulations of MHD equations. Section 3 defines the finite element discretization in space and
implicit finite difference scheme in time. In Section 4, we describe the three nonlinear solvers.
Numerical results of the hybrid streamfunction approach for a tilt instability on finite domain are
presented in Section 5, where the following are investigated:

1. effect of domain size, with respect to application of far-field boundary conditions;
2. convergence behavior of nonlinear and linear solvers according to time-step size;
3. parallel scalability.

We summarize in Section 6.

2. MHD EQUATIONS AND A STREAMFUNCTION FORMULATION

In this section, we review the two-dimensional incompressible MHD system and its stream function
formulation as in Strauss and Longcope [3] and the hybrid streamfunction formulation [30].

MHD is governed by the Navier–Stokes equations with the magnetic force that is the macroscopic
Lorentz force:

C×B

where the relationship between the magnetic field B and the current density C is obtained from
Ampére’s law:

∇×B=C

Hence, we have the Navier–Stokes equations with low Reynolds number for incompressible MHD

�

(
�
�t
v+v ·∇v

)
=(∇×B)×B+��∇2v (1)

with the incompressibility condition

∇ ·v=0 (2)

In an incompressible fluid, we can assume, without loss of generality, a homogenous density
distribution normalized to �=1.

The dynamics of the magnetic field follows from Faraday’s law

�
�t
B=−∇×E
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and Ohm’s law for an infinitely conducting fluid

E+v×B=0

with electric field E. Eliminating the electric field, we have

�
�t
B=∇×(v×B) (3)

Therefore, the incompressible MHD equations appear in coordinate invariant, dimension in-
variant form, with the addition of the solenoidal constraint on the magnetic field for completeness, as

�
�t
B=∇×(v×B) (4)

�
�t
v=−v ·∇v+(∇×B)×B+�∇2v (5)

∇ ·v=0 (6)

∇ ·B=0 (7)

where � is the viscosity.
In two dimensions, to enforce incompressibility, it is common to introduce streamfunctions:

v=
(

��

�y
,−��

�x

)
, B=

(
��

�y
,−��

�x

)
(8)

The MHD system (4)–(7) can be rewritten in terms of two scalar variables: the velocity stream-
function � and the magnetic flux function �, i.e.,

�
�t

�+[�,�]=[C,�]+�∇2� (9)

�
�t

�+[�,�]=0 (10)

∇2�=� (11)

C=∇2� (12)

where the two-dimensional Laplacian is

∇2= �2

�x2
+ �2

�y2

the bracketed term is the commutator

[a,b]= �a
�x

�b
�y

− �a
�y

�b
�x

the vorticity is �=�v1/�y−�v2/�x , and the current density is C=�B1/�y−�B2/�x .
The left-hand side of (9), along with (11), is the familiar vorticity–streamfunction formulation

of two-dimensional incompressible hydrodynamics. The evolution of the magnetic and velocity
fields is treated in a nonsymmetric way in the standard formulation above. The velocity is advanced
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through the vorticity, whereas the magnetic field is advanced via the magnetic potential. We consider
an alternative symmetrical formulation the equations, in which the current and the vorticity are
time advanced [3]. Instead of solving Equations (10) and (12), we take the Laplacian of (10) and
use (11), (12), (8), and

∇2[�,�]

=[∇2�,�]+[�,∇2�]+2

(
�2�
�x2

�2�
�x�y

− �2�
�x�y

�2�
�x2

+ �2�
�x�y

�2�
�y2

− �2�
�y2

�2�
�x�y

)

=[C,�]−[�,�]−2

[
��

�x
,
��

�x

]
−2

[
��

�y
,
��

�y

]
This yields an equation for the current density C , analogous to (9) for the vorticity:

�
�t

�+[�,�]=[C,�]+�∇2� (13)

�
�t
C+[C,�]=[�,�]+2

[
��

�x
,
��

�x

]
+2

[
��

�y
,
��

�y

]
(14)

∇2�=� (15)

∇2�=C (16)

The equations are now symmetrical, in the sense that the source functions � and C are time
advanced, and the potentials � and � are obtained at each time step by solving the Poisson
equations (15) and (16).

To solve (14), we have to compute the first- and second-order partial derivatives of potentials,
i.e., ��/�x , ��/�y, ��/�x , ��/�y, and their partial derivatives. These first partial derivatives can
be obtained as solutions of mass equations or by differentiation of element basis functions. The
second partial derivatives can be obtained from these first-order partial derivatives. To obtain the
partial derivatives from mass equations, we have to introduce four auxiliary variables, which is
the standard approach and requires the solution of eight equations at each step. To obtain the
partial derivatives by differentiation, we have to use higher-order spaces [29] or special tricks on
first-order spaces, because the second derivatives of first-order spaces vanish elementwise.

We consider the alternative (hybrid) approach introduced in [30] and use the velocity v and the
magnetic field B

v=(v1,v2)=
(

��

�y
,−��

�x

)
, B=(B1, B2)=

(
��

�y
,−��

�x

)
in Equations (13)–(16), and obtain the following eight equations:

��

�t
+(v1,v2) ·∇�=(B1, B2) ·∇C+�∇2� (17)

�C
�t

+(v1,v2) ·∇C=(B1, B2) ·∇�+2([v1, B1]+[v2, B2]) (18)

−∇2v1=−��

�y
(19)
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−∇2v2= ��

�x
(20)

−∇2B1=−�C
�y

(21)

−∇2B2= �C
�x

(22)

∇2�=� (23)

∇2�=C (24)

The last two Poisson equations do not need to be solved to advance the solution. If the potentials
are needed at a specific time, they are obtained by solving Equations (23) and (24).

The MHD equations conserve energy and magnetic flux [3, 26]. Since the magnetic flux function
is advected with the flow, any function of � is a constant of the motion. The energy, E, can be shown
to be conserved by premultiplying the � evolution equation by �, and the � evolution equation
by C , and integrating by parts, or working directly from the primitive form of the equations. One
obtains

�
�t
E=−�

∫
K

�2 d2x

where

E= 1

2

∫
K
(v2+B2)d2x

assuming either Dirichlet boundary conditions, with �, � constant on the boundary, Neumann
conditions with the normal derivatives of �, � equal to zero, or periodic boundary conditions.

To solve (17)–(24) on a finite domain, we have to impose boundary conditions on each variable.
From the energy and magnetic flux conservation properties and uniqueness of solutions, we can
choose Dirichlet boundary conditions for �, �, and � in (17), (23), and (24). For current density
C in (18), we can choose the Neumann boundary condition because, without resistivity, (18) is
a first-order PDE. We have to impose compatible boundary conditions for the velocity and the
magnetic field with �, C , �, and �.

3. FINITE ELEMENT FORMULATIONS

In this section, we consider the discretization of (17)–(22). We use a first-order finite element
discretization in space and complete with an implicit discretization of time.

Let H1(K ) denote a standard Sobolev space of functions on domain K . To derive the variational
(weak) formulation, we need the trial spaces that satisfy any Dirichlet conditions and test spaces that
vanish on the Dirichlet part of boundary and have no restriction on the Neumann part of boundary.
For A=�,v1,v2, B1, B2, let H1,A denote the subset of H1(K ) that satisfies the boundary condition
of A, and H1,A′

denote the subspace of H1(K ) that vanishes on the Dirichlet boundary. Multiplying
by the test functions and integrating by parts in each equation and using the appropriate boundary
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conditions to determine the variational form of (17)–(22), we find X=(�,C,v1,v2, B1, B2)∈
H1,�×H1×H1,v1 ×H1,v2 ×H1,B1 ×H1,B2 such that, for all u∈H1,�′

,w∈H1, p1∈H1,v′
1,

p2∈H1,v′
2,q1∈H1,B′

1,q2∈H1,B′
2 :

Mt (�,u)+(v ·∇�,u)+�a(�,u)=(B ·∇C,u) (25)

Mt (C,w)+(v ·∇C,w)=(B ·∇�,w)+2P(v1, B1,w)+2P(v2, B2,w) (26)

a(v1, p1)=−
(

��

�y
, p1

)
(27)

a(v2, p2)=
(

��

�x
, p2

)
(28)

a(B1,q1)=−
(

�C
�y

,q1

)
(29)

a(B2,q2)=
(

�C
�x

,q2

)
(30)

where

Mt (u,w)=
∫
K

(
�
�t
u

)
w dx, (u,w)=

∫
K
uwdx

a(u,w)=
∫
K

∇u ·∇wdx−
∫

�K

�v

�n
w ds and P(u,v,w)=

∫
K
[u,v]wdx

To discretize the time derivative, we use the backward Euler method leading to an implicit scheme
that removes the stability imposed time-step constraint, allowing much larger time steps. This
approach is first-order accurate in time and is chosen merely for convenience, since the principal
objective herein is the study of the solution of the nonlinear system. Higher-order backward
difference formula treatments [32] have a similar algebraic structure, with additional history terms
on the right-hand sides of the two prognostic equations.

Let Kh be given a triangulation of domain K with the maximum diameter h of the element
triangles. Define the linear finite element spaces:

Vh ={v∈L2(K ) :v is linear on each element triangle of Kh and continuous in K }
Let V A

h , A=�,v1,v2, B1, B2, be the subsets of Vh that satisfy the boundary conditions of A on

every boundary point of Kh and V A′
h be subspaces of Vh and H1,A′

. For notational convenience,
let X=(�,C,v1,v2, B1, B2), the six-vector of unknown fields and define the residual function
components for the nonlinear problem at each time step:

Fn
1 (X,u)= 1

�t
(�,u)+(v ·∇�,u)+�a(�,u)−(B ·∇C,u)− 1

�t
(�n−1,u)

Fn
2 (X,w) = 1

�t
(C,w)+(v ·∇C,w)−(B ·∇�n,w)−2P(v1, B1,w)

−2P(v2, B2,w)− 1

�t
(Cn−1,w)
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Fn
3 (X, p1)=a(v1, p1)+

(
��

�y
, p1

)

Fn
4 (X, p2)=a(v2, p2)−

(
��

�x
, p2

)

Fn
5 (X,q1)=a(B1,q1)+

(
�C
�y

,q1

)

Fn
6 (X,q2)=a(B2,q2)−

(
�C
�x

,q2

)

For k=3,4,5,6, Fn
k is a linear constraint independent of time. Hence, we can express, for

k=3,4,5,6,

Fn
k (X, p)=Fk(X, p)

We can express the discretized MHD problems as follows: For each n, find the solutions
Xn =(�n

h,C
n
h ,vn1,h,v

n
2,h, B

n
1,h, B

n
2,h)∈V�

h ×Vh×V v1
h ×V v2

h ×V B1
h ×V B2

h that satisfy

Fn(Xn,Y)=0 (31)

for all Y=(u,w, p1, p2,q1,q2)∈V�′
h ×Vh×V

v′
1

h ×V
v′
2

h ×V
B′
1

h ×V
B′
2

h , where

Fn(X,Y)=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

Fn
1 (X,u)

Fn
2 (X,w)

F3(X, p1)

F4(X, p2)

F5(X,q1)

F6(X,q2)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(32)

4. NONLINEAR AND LINEAR SOLVERS

In this section, we consider three nonlinear solvers for (32) and linear solvers within the nonlinear
problem.

Equation (32) is a nonlinear problem in the six variables consisting of two time-dependent
equations and four Poisson equations. However, if we consider the equations separately, each
equation is a linear problem with respect to one variable. From this observation, it is natural to
consider the nonlinear Gauss–Seidel iteration (GS1) that solves each linear equation in turn for its
proper variable with recent approximate solutions.

The first nonlinear Gauss–Seidel (GS1): For each time n, initialize Xn,0=(�n,0
h ,Cn,0

h ,v
n,0
1,h ,

v
n,0
2,h , B

n,0
1,h , Bn,0

2,h ) and compute, for k=1,2, . . . ,

Xn,k =Xn,k−1+�X (33)
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until Xn,k satisfies

‖F(Xn,k,Y)‖��n

where �X=(��,�C,�v1,�v2,�B1,�B2) is the solution of

�Fn
1

��
(��,v

n,k−1
1,h ,v

n,k−1
2,h ,u)

=−Fn
1 ((�n,k−1

h ,Cn,k−1
h ,v

n,k−1
1,h ,v

n,k−1
2,h , Bn,k−1

1,h Bn,k−1
2,h ),u) (34)

�Fn
2

�C
(�C,v

n,k−1
1,h ,v

n,k−1
2,h ,w)

=−Fn
2 ((�n,k

h ,Cn,k−1
h ,v

n,k−1
1,h ,v

n,k−1
2,h , Bn,k−1

1,h Bn,k−1
2,h ),w) (35)

a(�v1, p1)=−F3((�
n,k
h ,v

n,k−1
1,h ), p1) (36)

a(�v2, p2)=−F4((�
n,k
h ,v

n,k−1
2,h ), p2) (37)

a(�B1,q1)=−F5((C
n,k
h , Bn,k−1

1,h ),q1) (38)

a(�B2,q2)=−F6((C
n,k
h , Bn,k−1

2,h ),q2) (39)

where

�F1
��

(��,v1,v2,u)= 1

�t
M(��,u)+((v1,v2) ·∇��,u)+�a(��,u)

�F2
�C

(�C,v1,v2,w)= 1

�t
M(�C,w)+((v1,v2) ·∇�C,w)

‖F(X,Y)‖2 = ‖Fn
1 (X,u)‖2+‖Fn

2 (X,w)‖2+‖F3(X, p1)‖2

+‖F4(X, p2)‖2+‖F5(X,q1)‖2+‖F6(X,q2)‖2
and �n is a given convergence tolerance.

Remark 4.1
In GS1, problems (36)–(39) are Poisson problems for which a multigrid solver can be used.

The first two equations in (32) comprise a pair of time-dependent linear equation with respect to
two variables � and C , which can be solved simultaneously and remaining four Poisson equations
separately. This is a variant nonlinear Gauss–Seidel iteration (GS2).

The second nonlinear Gauss–Seidel (GS2): For each time n, initialize Xn,0 and compute, for
k=1,2, . . . ,

Xn,k =Xn,k−1+�X (40)
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until Xn,k satisfies

‖F(Xn,k,Y)‖��n

where �X=(��,�C,�v1,�v2,�B1,�B2) is the solution of

�(Fn
1 ,Fn

2 )

�(�,C)
(��,�C,u,w|vn,k−1

1,h ,v
n,k−1
2,h , Bn,k−1

1,h Bn,k−1
2,h )=

(−Fn
1 (Xn,k−1,u)

−Fn
2 (Xn,k−1,w)

)
(41)

where

�(Fn
1 ,Fn

2 )

�(�,C)
(��,�C,u,w|v1,v2, B1, B2)

=

⎛
⎜⎜⎝

�F1
��

(��,v1,v2,u) −((B1, B2) ·∇�C,u)

−((B1, B2) ·∇��,w)
�F2
�C

(�C,v1,v2,w)

⎞
⎟⎟⎠

followed by (36)–(39).

Remark 4.2
The implicit time difference ensures absolutely stable numerics, for any time step and level of
mesh refinement, at price of solving globally connected systems.

Next we consider Newton’s method. Newton’s method has, asymptotically, second-order conver-
gence for nonlinear problems and optimality with respect to mesh refinement, but requires compu-
tation of the Jacobian of nonlinear problem, which can be complicated.

Newton’s method (NM): For each time n, initialize Xn,0 and compute, for k=1,2, . . . ,

Xn,k =Xn,k−1+�X (42)

until Xn,k satisfies

‖F(Xn,k,Y)‖��n

where �X=(��,�C,�v1,�v2,�B1,�B2) is the solution of

�Fn

�X
(�X,Y)=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

−Fn
1 (Xn,k−1,u)

−Fn
2 (Xn,k−1,w)

−F3(Xn,k−1, p1)

−F4(Xn,k−1, p2)

−F5(Xn,k−1,q1)

−F6(Xn,k−1,q2)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(43)
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where �Fn/�X be the Jacobian of (25), i.e.

Jk =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�Fn
1

��

�Fn
1

�C
�Fn

1

�v1

�Fn
1

�v2

�Fn
1

�B1

�Fn
1

�B2

�Fn
2

��

�Fn
2

�C
�Fn

2

�v1

�Fn
2

�v2

�Fn
2

�B1

�Fn
2

�B2

�F3
��

0
�F3
�v1

0 0 0

�F4
��

0 0
�F4
�v2

0 0

0
�F5
�C

0 0
�F5
�B1

0

0
�F6
�C

0 0 0
�F6
�B2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(44)

Remark 4.3
From the above, we observe that the first two block rows have parabolic operators with identity
matrices scaled by 1/�t on the diagonal, and the last four have Laplacians.

In all three nonlinear solvers, we need to solve large sparse linear problems. Among the various
Krylov methods available, we use GMRES because it is well-known solver for nonsymmetric,
nonpositive definite systems. However, GMRES can be memory intensive (storage increases linearly
with the number of GMRES iterations per Jacobian solve) and expensive (computational complexity
of GMRES increases with the square of the number of GMRES iterations per Jacobian solve).
Restarted GMRES can in principle deal with these limitations; however, it lacks a theory of
convergence, and stalling is frequently observed in real applications.

Preconditioning consists in operating on the system matrix Jk where

Jk�xk =−F(xk) (45)

with an operator P−1
k (preconditioner) such that Jk P

−1
k (right preconditioning) or P−1

k Jk (left
preconditioning) is well conditioned. In this study, we use left preconditioning. The choice of
P−1
k does not affect the accuracy of the Newton correction, but crucially determines convergence

behavior of GMRES and, hence, the efficiency of the algorithm.
In this study, we use multigrid, which is well known as a scalable preconditioner, as well as a

scalable solver in unaccelerated form, for many problems. Multigrid is excellent for symmetric
diagonally dominant problems (36)–(39). The Equations (34), (35), (41), and (43) possess
nonsymmetry that depends up on the magnitudes of (v1,v2) and (B1, B2) and on the time-step
sizes.
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We consider the diagonal term of (41) and (43) as a reduced system, i.e.

JR,k =

⎛
⎜⎜⎝

�Fn
1

��
0

0
�Fn

2

�C

⎞
⎟⎟⎠ , JR,k =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

�Fn
1

��
0 0 0 0 0

0
�Fn

2

�C
0 0 0 0

0 0
�F3
�v1

0 0 0

0 0 0
�F4
�v2

0 0

0 0 0 0
�F5
�B1

0

0 0 0 0 0
�F6
�B2

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(46)

Next, we consider the symmetrized diagonal term of (46) as a reduced system, i.e.

JS,k = 1
2 (JR,k+ JTR,k) (47)

The reduced systems JR,k and JS,k are constructed analytically. The reduced system JS,k is
interesting for multigrid when JR,k is highly nonsymmetric. In the numerical experiments in the
following section, we compare the behaviors of two multigrid preconditionings applying these
reduced systems.

To implement the finite element solver for two-dimensional, incompressible MHD on parallel
machines, we use the PETSc library [31], which is well developed for solving nonlinear PDE
problems and implements a geometric multigrid preconditioner with GMRES. To obtain finer
level from coarse level, we use subdivision process by connecting mid-points of sides of each

Figure 1. Real points and ghost points sub-domain � j on processor j (solid line � j , thick lines and
circles for coarser level, and thin lines and triangles for finer level. Filled circles and triangles are real

points on processor j and unfilled circles and triangles are ghost points on processor j .)
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triangles in discretized triangles. We assign sub-domains to each processors only coarsest level on
unstructured finite element discretization and obtain finer levels on each sub-domains. To do this,
we use PETSc index sets for global orderings and ghost points for local orderings. In Figure 1,
we show real points and ghost points in a sub domain and two levels of discretization. Each
processor handles all variable and equations that are defined on each sub-domains and all levels
in the discretization.

5. NUMERICAL EXPERIMENTS: TILT INSTABILITY

In this section, we apply the methods outlined to the tilt instability problem and present numer-
ical results as the effect of domain resolution, the convergence behavior of nonlinear and linear
problems, and scalability on a cluster.

To solve (13)–(16), we need initial and boundary conditions for �, C , �, and �. The initial
condition is a perturbation of the state:

�=

⎧⎪⎨
⎪⎩

[2/k J0(k)]J1(kr) y
r
, r<1(

1

r−r

)
y

r
, r>1

(48)

where Jn be the Bessel function order n, k be any constant that satisfies J1(k)=0, and r =√x2+ y2.
Many authors [3, 4, 29, 30] have investigated this initial condition for the tilt instability problem
with a perturbation of � such that

�(x, y,0)=0.0 (49)

C(x, y,0)=
{
19.0272743J1(kr)y/r if r<1

0.0 if r>1
(50)

�(x, y,0)=10−3e−(x2+y2) (51)

�(x, y,0)=
⎧⎨
⎩

−1.295961618J1(kr)y/r if r<1

−
(
1

r
−r

)
y/r if r>1

(52)

where k=3.831705970.
In [3, 4, 30, 33], (13)–(16) are solved on finite domain with Dirichlet boundary conditions

�(x, y, t)=0,�(x, y, t)=0, and�(x, y, t)= y− y/(x2+ y2) and homogeneous Neumann boundary
condition for C .

In our numerical experiments, we solve (17)–(24) on the finite square domain K =[−R, R]×
[−R, R] and use the above initial and boundary condition for �, C , �, and �. The initial and
boundary conditions for velocity v and magnetic field B are compatibly derived from the initial
and boundary conditions of �, C , �, and �, as mentioned in Section 2. The initial condition of
the velocity and the magnetic field are as follows:

v1(x, y,0)=−2y10−3e−(x2+y2)

v2(x, y,0)=2x10−3e−(x2+y2)
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B1(x, y,0)= ��(0)

�y
=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−1.295961618

(
ky2

r2
J0(kr)+ x2− y2

r3
J1(kr)

)
if r<1

1− x2− y2

r4
if r>1

B2(x, y,0)=−��(0)

�x
=

⎧⎪⎪⎨
⎪⎪⎩
1.295961618

(
kxy

r2
J0(kr)− 2xy

r3
J1(kr)

)
if r<1

−2xy

r4
if r>1

and the boundary conditions of the velocity and the magnetic field are

v1(x, y, t)=0 on x=±R

�v1

�n
(x, y, t)=0 on y=±R

v2(x, y, t)=0 on y=±R

�v2

�n
(x, y, t)=0 on x=±R

B1(x, y, t)=1− x2− y2

r4
on x=±R

�B1

�n
(x, y, t)=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−2y(3x2− y2)

(x2+ y2)3
on y=−R

2y(3x2− y2)

(x2+ y2)3
on y= R

B2(x, y, t)=−2xy

r4
on y=±R

�B2

�n
(x, y, t)=

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

−2y(3x2− y2)

(x2+ y2)3
on x=−R

2y(3x2− y2)

(x2+ y2)3
on x= R

For the multigrid preconditioner, we start with the coarsest grid of the square domain [−3,3]×
[−3,3], which has 136 triangles, 216 edges, and 31 vertices, and generate finer grids by recursively
subdividing the coarsest grid. Figure 2 shows the triangulations of coarsest grid and level 5 grid
that is generated by four recursive subdivisions. Numerical simulation results are illustrated in
Figure 3.

The tilt instability problem is defined on an unbounded domain, but we simulate this problem
on the bounded square domain. Hence, we are obligated to choose a sufficiently large domain
compared with the size of the current perturbations to keep finite boundary effects beneath those of
other errors. To investigate the effect of the size of domains, we compare our two formulations the
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Figure 2. Unstructured nested meshes on coarsest and finest levels: (a) coarsest grid and (b) level 5 grid.

standard formulation, using �, �, and its derivatives, and the hybrid formulation, using v and B,
on the square domains with various R. These numerical simulation results are illustrated in Figure
4, which shows the contours of � at t=7.0, and in Figure 5, which shows the kinetic energies. The
average growth rate � of kinetic energy is shown in Table I. These results show that the solutions of
two formulations are closer when the domain is enlarged with the standard streamfunction formula
converging from above and the hybrid streamfunction formula converging below.

Henceforth, we consider the convergence behaviors of several nonlinear and linear solvers as a
function of time-step sizes for the hybrid streamfunction formulation only. We use the convergence
tolerance �n =10−8 for nonlinear problem on each time step and the relative convergence tolerance
10−6 for linear problem within the nonlinear problem. In linear problems, we use the Jacobi
smoother with two times smoothing for pre- and post-smoothing steps because the Jacobi smoother
is simple to implement on parallel machines and do not change the behavior when the number
of processors is changed. In Table II, we report the number of nonlinear iterations of nonlinear
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(a)

(b)

(c)

(d)

Figure 3. Contours of �, C , �, and � at time t=0.0 (a), 4.0 (b), 6.0 (c), and 7.0 (d)
of hybrid streamfunction formulation.

(a) (b) (c)

(d) (e) (f)

Figure 4. Results of finite boundaries: contours of � at t=7.0. Standard streamfunction formula: (a)
R=2; (b) R=3; and (c) R=3.5 and hybrid streamfunction formula: (d) R=2; (e) R=3; and (f) R=3.5.
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Figure 5. Results of finite boundaries: kinetic energy as a function of time 2.5<t<5.5.

Table I. Average growth rate � of kinetic energy from t=0.0 to 6.0.

Standard streamfunction Hybrid streamfunction

R=2 R=3 R=3.5 R=2 R=3 R=3.5

2.167 2.152 2.148 1.744 2.102 2.125

Table II. The average number of nonlinear iterations for early and
late time according to time-step size dt for the hybrid streamfunction

formulation.

Starting time dt GS1 GS2 NM

t=0.0 0.0005 3 3 2
0.001 4 3 3
0.002 5 3 3
0.005 12 4 3
0.01 ∗ 4 4
0.02 ∗ 6 5

t=6.0 0.0005 4 4 4
0.001 4 4 4
0.002 5 5 5
0.005 8 6 5
0.01 ∗ 8 7
0.02 ∗ 13 11

solvers as a function of time-step sizes for the fixed starting time and fixed mesh level 5. We
choose t=0 and 6 as the starting time because many simulations have trouble at start up time and
the magnitude of the velocity (v1,v2) and the magnetic field (B1, B2) increase with time which
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cause increasing nonsymmetry. These numerical results show that GS2 and Newton method are
more nonlinearly robust than GS1.

To illustrate convergence behavior of the linear solvers, we report the average number of linear
iterations in one time step according to preconditioning in Table III. Numerical results show that
multigrid preconditioning applied to the symmetrized reduced system is robust at both t=0.0 and
6.0, but multigrid applied to the reduced system is robust only at t=0.0, where it is very similar
to the symmetrized case, because the values of velocity are small. These results show the value of
deriving the multigrid preconditioning from the symmetrized reduced system.

In Table IV, we report the average number of nonlinear and linear iterations over the 10 steps
from t=0.0 to 0.05 with dt=0.005 according to the number of levels used in multigrid. The
methods GS2(S) and Newton method (S) have very similar convergence behaviors.

To assess scalability, we measure the simulation time from t=0.0 to 0.5 with dt=0.005 for
the second nonlinear Gauss–Seidel and Newton methods with symmetrized diagonal term for
the hybrid streamfunction formulation (17)–(22). We execute on the heterogeneous BGC (Galaxy

Table III. The average number of linear iterations over all Newton steps for early and late time according
to time-step size for the hybrid streamfunction formulation.

Starting time dt GS1 GS2 GS2(R) GS2(S) NM(R) NM(S)

t=0.0 0.0005 4.4 4 4.3 4.3 5 5
0.001 4.4 4 5.3 5.3 6 6
0.002 4.4 4.3 6.6 6.6 7 7
0.005 3.4 ∗ 11 11 12 12
0.01 ∗ ∗ 18 18 18.5 18.5
0.02 ∗ ∗ 28.8 28.8 31.6 31.6

t=6.0 0.0005 4.4 4.4 4 4 5 5
0.001 4.4 4 4.5 5 5 5
0.002 4.4 4 5 5.2 6.8 6.25
0.005 3.9, 4.2 ∗ 7.8 8.8 ∗ 10
0.01 ∗ ∗ ∗ 15.2 ∗ 17
0.02 ∗ ∗ ∗ 27.3 ∗ 33.3

For GS1, the result for each unblocked prognostic equation is reported separately.

Table IV. Average number of iterations with dt=0.005 for the hybrid
streamfunction formulation of the second nonlinear Gauss–Seidel and

Newton method with symmetrized diagonal term.

Solvers Level Nonlinear Linear

GS2(S) 4 4 7.9
5 3.1 11.2
6 3 16.1
7 3.4 19.1

NM(S) 4 3 8
5 3 11.7
6 3 16.4
7 3.4 20.1
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Cluster) machine at Brookhaven National Laboratory, which consists of 256 Intel P3 and P4 dual
processor nodes running at speeds up to 2.4GHz with 1 Gbyte of memory per node and Cheetah, a

Table V. Average solution time according to the number of processors (in weak scaling).

Number of processors

Machine Solver DoF/P 2 4 8 16 32 64 128

BGC GS2(S) 2000 133 386 1180
8000 425 1205 2263

NM(S) 2000 77.6 199 616
8000 335 599 1429

Cheetah GS2(S) 1000 37.02 47.90 75.49
2000 67.37 76.58 110.7 239.5
4000 130.1 216.1 311.7
8000 255.8 351.0 503.0

NM(S) 1000 14.27 17.86 28.37
2000 23.08 30.84 41.21 82.09
4000 50.41 91.43 117.5
8000 110.3 149.8 204.1
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Figure 6. Solution time for a fixed number of degree of freedom per processor (weak scaling).
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Figure 7. Solution time for fixed level according to the number of processors (strong scaling).
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Figure 8. Speed-up for fixed level according to the number of processors.

4.5 Tflop/s IBM pSeries system at Oak Ridge National Laboratory that consists of 27 p690 nodes,
each node in turn consisting of thirty-two 1.3GHz Power4 processors and connected via IBM’s
Federation interconnect. We report the simulation times according to the number processors, with
fixed problem size per processor, in Table V and plot the weak scalability in Figure 6, the strong
scalability in Figure 7, and speed-up in Figure 8. These various profiles show that Newton’s method
has a better scalability and is faster in absolute terms than the Gauss–Seidel iteration.

6. CONCLUSIONS

We study the hybrid streamfunction approach method for the two-dimensional, incompressible
MHD with the finite element method for the canonical problem of the tilt instability. We show
that nonlinear Gauss–Seidel (GS2) and Newton’s methods have similar convergence behaviors and
that multigrid preconditioning applied on the symmetrized reduced system provides good linear
convergence.
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